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1 Introduction

One of the ultimate goals in artificial intelligence (Al) is to create a cognitive partner that can interact
and collaborate with humans through natural conversation, moving beyond mere command-execution
tools. At the heart of this vision lies the Embodied Conversational Agent (ECA) [1]], an intelligent
system with a physical or virtual form that allows it to perceive, act, and communicate within its
environment. While the advent of foundation models, such as Large Language Models (LLMs), has
revolutionized the language capabilities of Al, their knowledge remains fundamentally disconnected
from the physical world. The core challenge in realizing a truly capable ECA is to bridge this gap
between abstract language understanding and concrete physical reality.

My research addresses this grand challenge by focusing on a central theme: Coherence. To become
a reliable partner, a successful ECA must maintain coherence across its dialogue, perception, and
actions. [ have systematically pursued this goal by establishing three fundamental research pillars. The
first is Conversation & Interaction, building the agent’s ability to engage in dialogue that is grounded
in real-world information and a consistent identity. The second is Robust Multimodal Perception,
ensuring the agent can understand the physical and conceptual world without hallucinations or
distortions. The final pillar is Embodied Decision-Making, which enables the agent to formulate
and execute intelligent plans to achieve long-term goals based on its understanding.

This research statement details my journey toward this vision. Section [2]introduces my foundational
work in establishing the basis of conversational agents that are natural and persona-driven. Section [3]
describes my efforts to build a robust multimodal perception system that mitigates hallucinations
and understands compositional concepts. Section [ discusses the benchmarks and novel agentic
frameworks I developed for solving long-horizon tasks in complex simulated environments. Finally,
Section [5|outlines my future research directions, building upon these contributions to realize a true
cognitive partner.

2 Conversation & Interaction

The foundation of an effective ECA lies in its ability to conduct natural and meaningful interactions
with humans. My research began by building the core components necessary for an agent to
move beyond simplistic responses and engage in coherent conversations grounded in information,
identity, context, and time. These foundational studies focused on establishing informational, identity,
contextual, and temporal coherence, creating a solid bedrock for the perception and decision-making
research that followed.

Knowledge-Grounded Dialogue for Informational Coherence A primary challenge for early
dialogue systems was their tendency to produce uninformative and repetitive responses. To address
this, I focused on enabling agents to dynamically select and utilize external knowledge in multi-turn
conversations. My co-authored work, SKT (Sequential Knowledge Transformer) [2], proposed a
novel sequential latent variable model to track the conversational flow and select the most relevant
knowledge at each turn. This approach achieved state-of-the-art performance on large-scale bench-



marks like Wizard of Wikipedia, demonstrating that an agent could maintain informational coherence
and engage in more substantive dialogue.

Multimodal & Persona-Grounded Memory for Identity ‘ Retrieval-hased Dialogue Model
and Contextual Coherence To create more human-like Resporgascor
agents, I extended my research to persona-based dialogue, B O

Loy |

o
allowing agents to converse based on a unique personal- Fefsohe ﬂ -
. . .. Im; Text image Text e
ity and memory. Pushing beyond the limits of text-only (sm?der) oo ) (B

| e D ]
&l

B: portrait mode
ondog

cue!|
as

lhe h

personas, my work on MPChat [3] introduced the first @ = D
‘multimodal persona’ by combining images and text to rep- PP, ¢ c T
resent a user’s episodic memories. This allows an agent
to establish identity coherence and enables richer, more
personalized interactions. Furthermore, to ensure agents
can grasp the full context of complex online discussions,
we developed the mRedditSum dataset [4]] and a novel methodology to summarize long, multimodal
threads. This work secured an agent’s ability to maintain contextual coherence by identifying key
information in complex, multi-speaker conversations.

A: wow! a very fox|
0

Figure 1: I proposed a dialogue model
for multimodal persona-grounded con-
versations [3]].
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3 Robust Multimodal Perception

For an ECA to be coherent, its ability to converse must be grounded in an accurate and robust
understanding of the world. If an agent misperceives its environment or hallucinates information that
isn’t there, any subsequent decision-making and action become unreliable. My research has therefore
focused on building the agent’s capacity to perceive the world—both physical and conceptual—with
unwavering consistency. I have pursued this by starting with the foundations of conceptual coherence,
then moving to diagnose fundamental vulnerabilities in multimodal models, and finally developing
practical solutions to mitigate hallucinations.

Conceptual Coherence as a Foundation for Perception The deepest foundation of robust per-
ception is conceptual coherence—the ability to understand how concepts combine and how their
properties evolve. An agent must know, for instance, that a “peeled apple” is no longer “red.” In my
co-authored work on CCPT (Conceptual Combination with Property Type) [6], we introduced the
first benchmark to evaluate this fundamental reasoning skill in LLMs. This research revealed that
LLMs struggle with generating and understanding emergent properties, and we proposed a novel
method inspired by the ‘spreading activation’” model from cognitive psychology to improve this
capability. This work lays the groundwork for the commonsense reasoning that is essential for an
agent to correctly interpret its physical world.

Probing Compositional Vulnerabilities in Multimodal Representations Building on this concep-
tual foundation, I analyzed the compositional vulnerabilities of leading multimodal perception models.
Models like CLIP often fail to distinguish between “a baby is on a bed” and “a bed is on a baby,”
revealing a critical weakness in understanding relationships between objects. To address this, I pro-
posed the MAC (Multimodal Adversarial Compositionality) benchmark [[7]. MAC utilizes LLMs to
generate adversarial text that deceives perception models across various modalities, including images,
video, and audio. It introduces a novel evaluation framework that measures not only the attack success
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Figure 3: I proposed (a) MAC benchmark, and (b) diversity-promoting self-training method to
enhance attack success rate as well as attack diversity [[7].

rate but also the ‘diversity’ of the attack methods. Furthermore, ‘diversity-promoting self-training’
method proved that even small LLMs (~8B) can be used to effectively uncover vulnerabilities in
multimodal models, paving the way for developing more robust perception systems.

Mitigating Hallucination in Structured Visual Data Beyond analyzing vulnerabilities, I have
worked to solve the hallucination problem in a specific domain: structured visual data like charts.
Vision-language models (VLMs) often hallucinate when describing charts, largely due to training
datasets containing extraneous information. To solve this, We developed ChartCap [8]], a large-scale
dataset of 565K real-world charts with captions that are dense, type-specific, and, crucially, free
from external information. We also introduced an innovative, reference-free evaluation metric, the
Visual Consistency Score (VCS), which reconstructs a chart from a generated caption and measures
its visual similarity to the original. Models trained on ChartCap produced captions that were more
accurate and hallucination-free than even those from powerful proprietary models like Claude 3.5
Sonnet or those written by humans, providing a practical solution for reliable data interpretation.

4 Embodied Decision-Making

An agent that can converse and perceive is still incomplete without the ability to act. For an ECA
to be truly valuable, it must translate its understanding into intelligent Decision-Making to achieve
long-term goals within complex, dynamic environments. My research has culminated in this area,
focusing on creating agents that can strategically plan and execute actions. To this end, I have
developed a foundational benchmark to evaluate a wide range of agentic capabilities and proposed a
novel framework that addresses the critical challenge of long-term, memory-based problem-solving.

A Foundational Benchmark for Diverse Gameplay To evaluate and advance the decision-making
capabilities of LLLM agents, a realistic and comprehensive testbed is essential. Addressing this need,
we developed Orak [9]], a foundational benchmark built on 12 real-world, commercially successful
video games across six major genres. Orak is more than a collection of games; it is a complete
platform that (1) enables a holistic evaluation of diverse LLM capabilities, from reaction time to
strategic planning, (2) facilitates in-depth studies on the impact of agentic modules like self-reflection
and planning, and (3) provides the first fine-tuning dataset of expert gameplay trajectories to help
specialize general LLMs into capable gaming agents. Through its plug-and-play interface powered
by the Model Context Protocol (MCP), Orak establishes a stable and consistent environment for
evaluating the rapidly evolving landscape of LLM agents.

Solving Full Story Arcs via Long-Term Memory One of the most significant hurdles in long-
horizon tasks is the “observation-behavior gap”: the challenge of remembering a clue from an early
stage (observation) and applying it much later to solve a problem (behavior), which demands long-
term memory and high-level reasoning. To tackle this problem head-on, I created the FlashAdventure
benchmark [[10]], a collection of 34 complete adventure games that require agents to solve full
story arcs from start to finish. To overcome the limitations of manual evaluation, I also proposed
CUA-as-a-Judge, an automated system that verifies gameplay progress.

Crucially, to bridge the observation-behavior gap, I developed COAST (Clue-Oriented Agent for
Sequential Tasks), a novel agentic framework. COAST operates on a “Seek-Map-Solve” cycle: it
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Figure 4: I proposed COAST framework with Seek-Map-Solve cycle to solve long-term observation-
behavior gap [10].

(1) proactively explores to gather clues into a long-term memory, (2) maps connections between
clues and past observations to generate meaningful subtasks, and then (3) executes those subtasks.
In our experiments, COAST significantly outperformed state-of-the-art GUI agents in both story
completion and milestone achievement rates, proving that memory-driven reasoning is essential for
solving complex, long-horizon problems.

5 Future Directions

My research has established the three pillars of an ECA—Conversation, Perception, and Decision-
Making—under the unifying theme of Coherence. To this end, I outline two groups of future
directions: (1) advancing each pillar in depth, and (2) integrating pillars for richer collaboration.

5.1 Deepening Individual Pillars

Enhancing Long-Horizon Task Performance via Reinforcement Learning Orak [9] and
FlashAdventure [[10] revealed that agents still struggle with strategic consistency in long-horizon tasks,
especially under sparse rewards. I will address this by designing an RL framework that generates
dense rewards from auxiliary signals such as sub-goal completion or conversational feedback.

Strengthening Robust Perception and Reasoning My work on MAC [7]] showed that current
models remain vulnerable in compositional reasoning even for well-studied modalities such as vision
and audio. I plan to advance this line of research in two directions: (1) strengthening perception
and reasoning in these existing modalities by developing more compositional and causally grounded
models, and (2) extending to new sensory modalities such as tactile and thermal signals.

5.2 Integrating Across Pillars

Embodied Theory of Mind for Multi-Agent Interaction Beyond task execution, effective in-
teraction requires understanding others’ mental states. Building on TimeChara [5], I will develop
agents with an Embodied Theory of Mind (ToM) that infer intentions, beliefs, and emotions from
multimodal cues (language, gaze, actions). This line of work integrates the pillars of conversation
and decision-making.

Bridging the Sim-to-Real Gap for Physical Grounding While the frameworks developed in
Orak [9] and FlashAdventure [10] have proven effective in simulation, the ultimate testbed for an
ECA is the physical world. My final research thrust will be a Sim-to-Real initiative to transfer these
advances to a physical robot platform. This direction naturally integrates the decision-making and
robust perception pillars, ensuring that agents can reason and act coherently in complex, dynamic
environments beyond simulation.
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