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Benchmark / 
Framework # Games Environment Free? Automatic

Evaluation
Complete
Story Arc

Cradle[2] 4 Screen Only ✘ ✘ ✘

BALROG[3] 6 API & Screen ✔ ✔ ✘

VisEscape[1] -* API & Screen ✔ ✔ ✔

FlashAdventure 34 Screen Only ✔ ✔ ✔

Can GUI agents solve adventure games?
(🕵Mystery/Detective, 🔎Hidden Object, 🚪Room Escape, 👩👨 Visual Novel , 🏫 Simulation) 

34 Flash-Based
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FlashAdventure
Benchmark of 34 Flash-based adventure games designed to test agents’ 
full story arcs completion & tackle observation-behavior gap

∗Room escape game created for research, instead of adapting existing ones

Game (Subgenre) GPT-4o + UGround + Cradle Claude-3.7 CUA Claude-3.7 CUA + COAST

Sherlock Holmes 2 
(Mystery/Detective) 1,2,3 1,2,3 1,2

Grim Tales: The Bride
(Hidden Object) 1,2 1 -

Camping Room Escape
(Room Escape) 1,2,3 1,2,3 1,2

Idol Days Sim Date 
(Visual Novel) 4 4 4

Sort the Court 
(Simulation) 4 4 -

Failure Analysis & Mitgation
Comparison of failure patterns:
1 = planning, 2 = visual perception, 3 = lateral thinking, 4 = resource management

Using COAST, 

• Limitations: Unresolved issues in perception & resource management
• Strengths: Mitigation of planning & lateral thinking failures

Key Findings
While COAST improved SR/MCR, GUI agents lag far behind humans in 
full story arcs due to diverse limitations: (1) weak planning, (2) poor visual 
perception, (3) deficient lateral thinking, (4) lack of resource management
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Motivation

Challenge: Long-term Observation–Behavior Gap

Evaluation of game-playing GUI agent (or Computer-Using Agent, CUA)’s 
Completion of Full Story Arcs → But why is it important?

Prior benchmarks: (a) short story arcs (52.8 steps), (b) short-term objectives

Critical delay between {seeing a clue} and {acting on it} later

Ours: (c) long story arcs (1142 steps, 26 min) & long obs.-beh. gap (251.1 steps)

CUA-as-a-Judge
Agentic judge that interacts with environment to verify whether predefined 
milestones have been achieved (Accuracy: 94%, Spearman’s ρ: 0.9912)
1. CUA-as-a-judge clicks Notebook. 2. It counts the number of suspect.
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COAST(Clue-Oriented Agent for Sequential Tasks)
Agentic framework that addresses observation–behavior gap through 
(1) Clue Memory & (2) Seek–Map–Solve Cycle

Collect & Save Clues by exploring environments for 
𝑁𝑠𝑒𝑒𝑘 steps

Observation (𝑡 = 8):
Reached the street in front of Mr. T’s house. Talked to the newspaper boy…

Clue (𝑡 = 8):
{
    "name": "Newspaper",
    "description": "A folded newspaper being held by the newspaper boy…"
    "location": "In the hands of the newspaper boy standing in front of Mr. …"
    "type": "item",
    "interactable": true,
    "usage_hint": "Could reveal information about the murder, …"
}

Map Clue-Observation Pairs & Generate Subtasks

Clue Seeker

Subtask 1:
The bird in the hanging cage is already pecking at newspapers …. Use the 
newspapers to replace the old newspaper to freshen the cage.

Save

Clue Mapper

Observation (𝑡 = 257)
Noticed a bird in a hanging cage. … 
Sherlock made a sarcastic remark about the smelly bird and what it was being fed.

… Use the newspapers to replace the old newspaper to freshen the cage.

Subtask 1 (w/ Clue-Observation Pair):

Plan & Execute Subtasks for 𝑁𝑠𝑜𝑙𝑣𝑒 steps
Problem Solver

Clue #1: Newspaper Clue #37: Bird Cage

Claude Computer Use (w/ mouse, keyboard actions)

[Extracted Clues]

[Summary of Clues & Observations]

Memory

Clue
Memory Clue Observation

Episodic 
Memory

Clue (𝑡 = 8):
{
    "name": "Newspaper",
    "description": "A folded newspaper being held by the newspaper boy…"
    "location": "In the hands of the newspaper boy standing in front of Mr. …"
    "type": "item",
    "interactable": true,
    "usage_hint": "Could reveal information about the murder, …"
}

Claude (w/o actions)

[Mapped Clue-Observation Pairs]

[Generated Subtasks]

Load

Claude Computer Use (w/ mouse, keyboard actions)

[Planned Actions]

(Code-level) Action 1

Click the yellow arrow, then you can see the map.
Go to the McTavish Insurance Agency.

(High-level) Action1

…

Code 1
Click (1117, 548) d

Code 2
Click (696, 517)

Code generation 
to execute actions.

Action planning 
to resolve a subtask

                      
                 

Subtask solved: Sherlock replaced the old newspaper, and got a hint 
for the new suspect.

[Executed Actions]

Prompt: "Extract all clues visible on the screen and summarize what you 
observe."

Prompt: "Map the top 5 promising {clue, observation} pairs from memory, 
and generate a subtask for each pair."

Prompt: "Given subtask, plan actions and execute them."

Comparison of GUI agents across all 34 video games (max 1,000 steps)

Project Jaewoo Ahn Junseo Kim

Experiments

• GUI agents struggle with full story arc completion (< 6% success rate)
• COAST improves SR / MCR by 5.9 / 2.8% points
• Still, Significant gap between GUI agents & human (97.1% vs 5.9%)


